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Abstract We use the meshless local Bubnov–Galerkin
(MLPG6) formulation to analyze free and forced vibrations
of a segmented bar. Three different techniques are employed
to satisfy the continuity of the axial stress at the interface be-
tween two materials: Lagrange multipliers, jump functions,
and modified moving least square basis functions with dis-
continuous derivatives. The essential boundary conditions
are satisfied in all cases by the method of Lagrange multipli-
ers. The related mixed semidiscrete formulations are shown
to be stable, and optimal in the sense that the ellipticity and the
inf-sup (Babuška-Brezzi) conditions are satisfied. Numeri-
cal results obtained for a bimaterial bar are compared with
those from the analytical, and the finite element methods. The
monotonic convergence of first two natural frequencies, first
three mode shapes, and a static solution in the L2, and H1

norms is shown. The relative error in the numerical solution
for a transient problem is also very small.

Keywords MLPG method · Material discontinuities ·
Inf-sup condition · Convergence analysis · Segmented bar

1 Introduction

Recently, considerable research in computational mechan-
ics has been devoted to the development of meshless meth-
ods such as the element-free Galerkin [10], hp-clouds [12],
the reproducing kernel particle [20], the smoothed particle
hydrodynamics [21], the diffuse element [25], the partition of
unity finite element [23], the natural element [31], meshless
Galerkin using radial basis functions [34], the meshless local
Petrov–Galerkin (MLPG) [3], the modified smoothed parti-
cle hydrodynamics (MSPH) [35], the symmetric smoothed
particle hydrodynamics (SSPH) [36], and the collocation
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method using radial basis functions [15]. All of these meth-
ods, except for the MLPG, the collocation, the SSPH, and the
MSPH, are not truly meshless since the use of shadow ele-
ments is inevitable for evaluating integrals in the governing
weak formulations. Two recent books [2, 19], have summa-
rized these and other meshless methods. The main objective
of the meshless methods is to get rid of, or at least allevi-
ate the difficulty of meshing and remeshing the entire struc-
ture by adding or deleting nodes at desired locations instead.
Meshless methods may also alleviate some other problems
associated with the finite element method (FEM), such as
locking and element distortion. In many applications, they
provide smooth, and accurate approximate solutions with a
reduced number of nodes.

For a body made of two or more materials, the deriva-
tive of displacements in the direction normal to the interface
between two materials must be discontinuous in order for sur-
face tractions there to be continuous. For the analysis of the
linear elastostatic problems by the EFG method, Cordes and
Moran [11] used the method of Lagrange multipliers, Kron-
gauz and Belytschko [17] employed a special jump function
at the line or the surface of discontinuity, and Noguchi and
Sachiko [26] modified the moving least square (MLS) basis
functions so that their derivative jumps at desired locations.
Whereas a two-dimensional (2-D) static problem was ana-
lyzed by Krongauz and Belytschko [17], a 1-D static problem
was scrutinized by Cordes and Moran [11].

The MLPG method is based on a local weak formulation
of governing equations, and employs meshless interpolations
for both the trial and the test functions, while a background
mesh is employed in the EFG method. Furthermore, in the
MLPG formulation, the domains of integration may either
overlap or their union may not equal the domain occupied
by the body, and the trial functions are constructed by using
techniques (e.g., the MLS [18] approximation, the radial basis
functions [15]) which rely on locations of scattered points in
the body. In the Petrov–Galerkin formulation, test functions
may be chosen from a space different from the space of trial
functions; in this way, depending upon the choice of the test
function, and the employment of a local symmetric or local



474 R. C. Batra et al.

asymmetric weak form, Atluri and Shen [2] proposed six
variants, namely MLPG1, MLPG2,..., MLPG6, of the MLPG
method. In MLPG6, the local symmetric Bubnov–Galerkin
formulation, the test function for each subdomain is chosen
to be the MLS basis function associated to the related node.

Gu and Liu [13] used the MLPG method in the analysis
of free and forced vibrations of solids; the method has been
extended by Qian et al. [27, 28, 30] to study free, and forced
vibrations of a thick rectangular plate modeled by the higher-
order shear and normal deformable plate theory [6, 32]. Batra
et al. [8] have compared the performance of two MLPG for-
mulations in the analysis of a parabolic 1-D problem, i.e., the
axisymmetric transient heat conduction in a bimetallic disk
with the material discontinuity treated either by the method of
Lagrange multipliers or the jump function [9, 17]. Note that
no waves propagate in a parabolic problem. However, waves
propagate in a hyperbolic problem, and may be reflected and
refracted at the interface between the two materials.

In this paper, we use the MLPG6 formulation, and com-
pare the performance of the three aforementioned techniques
to account for material discontinuities in the analysis of free,
and forced vibrations of a segmented bar. As a sample prob-
lem we consider a clamped-free bimaterial bar, although the
approach is also suitable for other boundary conditions, and
segmented bars made of more than two materials. The essen-
tial (i.e., displacement) boundary condition is imposed in all
cases by introducing a Lagrange multiplier; this technique
was used by Warlock et al. [33] and Batra and Wright [7]
to satisfy contact conditions at a rough surface. Following
the idea developed by Andreaus et al. [1] for a beam, it is
shown that the MLPG6 numerical solution is stable and opti-
mal by showing that the related mixed formulations satisfy
the ellipticity and the inf-sup conditions (see [5]). Numeri-
cal results are compared with analytical and FE solutions. In
particular, the convergence with an increase in the number
of nodes of the first two eigenfrequencies, first three mode
shapes, and a static solution are shown, revealing a monoton-
ically decreasing trend at a rate faster than that obtained with
the FE method. The transient response to an axial traction of
finite duration applied at one end of the bar is shown to match
very well with the analytical solution of the problem.

The rest of the paper is organized as follows. In Sect. 2
we review the basic formulation of the MLS basis functions,
and introduce the MLS basis functions with discontinuous
derivatives [26]. Section 3 gives differential equations, and
initial and boundary conditions for wave propagation in a seg-
mented elastic bar with one end clamped and the other free,
and the MLPG6 formulations for the method of Lagrange
multipliers, the method of jump function, and the method
of MLS basis functions with discontinuous derivatives. We
also very briefly discuss the numerical evaluation of domain
integrals, and the method used to numerically integrate, with
respect to time, the semidiscrete system of ordinary differ-
ential equations. Numerical results computed with the three
methods of treating material discontinuities are discussed in
Sect. 4 where the convergence of the MLPG6 solution for
static deformations, and mode shapes is compared with that

of the FE solution, and the transient response to a time depen-
dent axial traction is compared with the analytical solution
of the corresponding problem. Section 5 summarizes conclu-
sions. Analytical solutions of the problem for free, and forced
vibrations of the segmented bar are given in Appendices A
and B, respectively.

2 Moving least square basis functions

2.1 Moving least square approximation

The MLS approximation, proposed by Lancaster and Salk-
auskas [18], allows for an accurate reconstruction of a given
trial function on the entire domain, from the knowledge of its
values at some, suitably chosen, scattered points. Consider
the differentiable scalar function w defined on domain � :=
[0, L]. The generic point in� is denoted by x .The (fictitious)
nodal values at the scattered points N = {x1,x2, ...,xN } in �̄
are collected into the N -vector ŵ = [

ŵ1 · · · ŵN
]T, where

the superscript T indicates transposition. The global approx-
imation wh of w is defined as

w (x) � wh (x) = pT (x) a (x) , x ∈ �, (1)

where

pT (x) = [p1 (x) p2 (x) · · · pm (x)
]

, (2)

is a complete monomial basis of order m. For example:

pT (x) = [1 x
]

, linear basis, m = 2;
pT (x) = [1 x x2

]

, quadratic basis, m = 3.
(3)

The m-vector a (x) = [a1 (x) · · · am (x)
]T is composed

of indeterminate coefficients, which vary with the point x in
the domain �. At each location x in � these coefficients are
determined by a local least square approximation of w (x)
in a small neighborhood �x of x . The local approximation
wx (x) is defined by

w (x) � wx (x) = pT (x) a (x) , x ∈ �x ⊂ �. (4)

Therefore, in a small neighborhood of a generic point x
the coefficients ai are treated as the unknown constants of
the classical polynomial least square approximation, and are
determined by minimizing the functional Jx representing the
weighted discrete L2 error norm, and defined by

Jx (a) =
N
∑

i=1

Wi (x) [wx (xi )− ŵi ]
2 . (5)

Wi is the weight function of node i, and is a continuous posi-
tive function with compact support. In the following, weight
functions which equal 1 at the location of the corresponding
nodes will be used. In the literature [16] MLS basis functions
obtained by using weight functions which do not satisfy this
condition have been considered.

At a given location x only few terms in the summation
(5) are not zero since supports of weight functions Wi are
much smaller than the size of �. This can be used to reduce
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the memory allocations when implementing the algorithm in
a computer code, and strengthens the local character of the
MLS approximation. We denote by n the number of nonvan-
ishing terms at the point x, and emphasize that n is a function
of x .Lower bounds for the diameters of support of the weight
functions are established below to assure the regularity of the
MLS basis functions.

The functional Jx can be written in matrix notation as

Jx (a) = (Pa−ŵ)T W (x) (Pa−ŵ) , (6)

where P is a (N ,m) matrix of real numbers:

PT = [pT (x1) · · · pT (xN )
]

(7)

and W is a (N , N ) diagonal matrix defined by

W (x) = diag
[

W1 (x) · · · WN (x)
]

. (8)

The local nature of the MLS approximation requires that only
n terms of the matrix W are different from zero.

The stationarity of Jx with respect to a yields

A (x) a (x)= B (x) ŵ, (9)

where the (m,m) and the (m, N )matrices A and B are defined
by

A (x)= PTW (x)P, B (x)= PTW (x) . (10)

We note that matrices A and B depend on the spatial coordi-
nate x only through the weight functions, since P is a matrix
of real numbers. Solving Eq. (9) for a, and substituting for a
in the global approximation (1) we get the MLS approxima-
tion

wh (x) = PT (x)A−1 (x)B (x) ŵ, (11)

which, upon introducing the vectors of basis functionsψ (x) ,
can be expressed as

wh (x) = ψ (x)T ŵ, (12)

with

ψ = [ψ1 ... ψN
]T
. (13)

The basis functions are computed from Eqs. (10) and (11) as

ψ (x) = P (x)T A−1 (x)PTW (x) . (14)

We emphasize that for an arbitrary node xi the fictitious nodal
value does not equal the actual nodal value of the approxi-
mating function, i.e., wh (xi ) �= ŵi .

The MLS expansion (12) is well defined only if the matrix
A in (10) is non-singular. It can be seen that this is the case if
and only if the rank of the n × m matrix Px , obtained from P
by deleting rows corresponding to those nodes whose weight
function vanishes at x, equals m. Obviously, a necessary con-
dition for a well-defined MLS approximation is that at least
m nodal weight functions do not vanish at x̄ . However, this
condition is not sufficient (see [4]).

The smoothness of the MLS trial functions is completely
determined by the smoothness of the weight functions, since
the polynomial basis is infinitely differentiable. If α indicates
the minimum order of differentiability of all weight func-
tions, then from (10) it is evident that the trial functions are

at least α times differentiable. In the following, we consider
weight functions that are at least once continuously differen-
tiable everywhere in �.

In the analysis, the computation of the derivative of the
MLS basis functions in (14) is needed. To save computa-
tional effort, it is worthwhile to compute explicitly the first
derivative of the inverse of the matrix A with respect to the
coordinate x from the identity:

AA−1 = 1; (15)

hence
(

A−1)′ = −A−1A′A−1, (16)

where the prime implies derivative with respect to x . There-
fore, only the knowledge of the weight functions, and their
derivative is needed to compute the derivative of A−1.

In the literature (see e.g., [2]), fourth-order spline and
Gauss weight functions are widely used; here, we employ
the fourth-order spline weight function:

Wi (x) =
⎧

⎨

⎩

1− 6

(

di

ri

)2

+ 8

(

di

ri

)3

− 3

(

di

ri

)4

, di ≤ ri

0, di > ri

,

(17)

where di = |x−xi | is the distance from node xi to point x ,
and ri is the radius of support of the weight function Wi .

2.2 Modified MLS basis functions with discontinuous
derivatives

Let a material interface be located at the point a ∈ (0, L) in
the global domain � = [0, L], and let a node be located at
x = a. Furthermore, we denote by N1 and N2 the number
of nodes whose location x j satisfies the condition x j ≤ a,
x j > a respectively, and with n1 and n2 the number of nodes
whose location x j satisfies the condition a − rN1 < x j ≤ a,
a < x j < a + rN1 , respectively. Therefore, n1 and n2 equal
the number of nodes in the domain of influence of the weight
function WN1 associated with the interface node xN1 = a,
placed respectively to the left, and to the right of the inter-
face. In order to modify the basis functions in the domain of
influence of the weight function WN1 in such a way that all
basis functions which are nonzero at the interface are contin-
uous but have discontinuous derivative, we consider the fol-
lowing global approximation of the function w in the region
(

a − rN1, a + rN1

)

:

wh (x) =
{

pT
1 (x)b (x) , x ∈ (a − rN1, a

]

pT
2 (x)b (x) , x ∈ (a, a + rN1

) , (18)

where
pT

1 (x) = [1 x − a 0 (x − a)2 0 · · · (x − a)m−1 0
]

,

pT
2 (x) = [1 0 x − a 0 (x − a)2 · · · 0 (x − a)m−1

]

,
(19)

and

b (x)=[b0 (x) b1,1 (x) b2,1 (x) · · · b1,m−1 (x) b2,m−1 (x)
]

.

(20)
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For example, for m = 2 one gets

wh (x) =
{

b0 (x)+ (x − a) b1,1 (x) , x ≤ a
b0 (x)+ (x − a) b2,1 (x) , x > a . (21)

Therefore, the weighted discrete L2 error norm to be min-
imized is [see Eq. (5)]

Jx (b) =
n1
∑

i=1

Wi (x)
[

pT
1 (xi )b (x)− ŵi

]2

+
n1+n2
∑

i=n1+1

Wi (x)
[

pT
2 (xi )b (x)− ŵi

]2
, (22)

x ∈ (a − rN1, a + rN1

)

, whose stationarity with respect to
the argument gives Eq. (10) with

A (x) =
n1
∑

i=1

Wi (x) p1 (xi )pT
1 (xi )

+
n1+n2
∑

i=n1+1

Wi (x)p2 (xi )pT
2 (xi ) , (23)

B (x) = [W1 (x)p1 (x1) , . . . ,Wn1 (x)p1
(

xn1

)

,

Wn1+1 (x) p2
(

xn1+1
)

, . . . ,Wn1+n2 (x) p2
(

xn1+n2

)]

.

Solving for b we obtain
b (x) = A∗ (x)B (x) , (24)
where A∗ is the pseudoinverse of matrix A. Indeed, assuming
that at every evaluation point x there are at least m nonvanish-
ing weight functions, for the null space of the
(2m − 1 × 2m − 1) matrix A the following holds:
0 ≤ dim ker A ≤ m − 1. (25)
When dim ker A = 0, A is invertible, and its inverse and
pseudoinverse coincide. However, when dim ker A > 0, there
are as many zero rows and columns in A as the number of
vanishing weight functions at x ; in this case the nonzero en-
tries of the pseudoinverse are equal to the entries of the matrix
obtained from A by deleting its zero rows and columns. Note
that the corresponding rows of the matrix B are also zero;
therefore Eq. (24) states that the related entries in the vector
b are zero.

For 11 uniformly distributed nodes in the domain [0, L]
with the interface between two materials located at a = L/2
or at node 6, the modified MLS basis functions for nodes 1
through 6 are plotted in Fig. 1a–f, where we have set m = 2,
ri = 3L/10, and two nodes in the radius of support of each
weight function. We emphasize that, in this approach, the
weight functions are not modified, while all basis functions in
the domain of influence of the weight function WN1 are mod-
ified due to the introduction of the discontinuous monomial
basis (19) in the region

(

a − rN1, a + rN1

)

, which affects
matrices A and B in the same region, and therefore the MLS
basis functions. Even though the weight functions in Eq. (22)
are non-negative, the basis functions may assume negative
values. Also, a basis function is non-zero at more than one
node. It is clear that basis functions for nodes in the domain
of influence of the weight function W6 (i.e., for nodes 4, 5,
and 6), have discontinuous derivative at node 6.

3 Formulation of the problem

3.1 Governing equations

We study wave propagation in a segmented bar of length
L with the left1 segment of length a made of one material,
and the right one of length L − a made of a different mate-
rial (Fig. 2); Ei and �i , i = 1, 2, are, respectively, Young’s
modulus, and the volumetric mass density of the material
constituting the left, and the right parts. As an example prob-
lem, the right end of the bar is clamped, and a time dependent
axial traction p (t) is applied at the left end. By assuming a
uniform cross section, governing equations are

�1ẅ1 (x, t)− E1w
′′
1(x, t) = 0, x ∈ (0, a) , t > 0,

(26)

�2ẅ2 (x, t)− E2w
′′
2(x, t) = 0, x ∈ (a, L) , t > 0,

(27)

with boundary conditions

E1w
′
1 (0, t) = p (t) , (28)

w1 (a, t) = w2 (a, t) , (29)

E1w
′
1 (a, t) = E2w

′
2 (a, t) , (30)

w2 (L , t) = 0. (31)

We assume homogeneous initial conditions

w1 (x, 0) = w2 (x, 0) = 0,

ẇ1 (x, 0) = ẇ2 (x, 0) = 0. (32)

Here, wi (x, t) is the longitudinal displacement of point x
in the i–th segment of the bar; a superimposed dot means
partial differentiation with respect to time t , while a prime
means partial differentiation with respect to x . The global
axial displacement field, w, is given by

w (x, t) =
{

w1 (x, t) , x ∈ (0, a)
w2 (x, t) , x ∈ (a, L) , (33)

and a similar notation will be adopted for the global volu-
metric mass density, and Young’s modulus.

Equations (29) and (30) state the continuity of the dis-
placement, and of the axial stress at the interface. We note
that the derivative w′ must be discontinuous at the interface
to guarantee the continuity of the axial stress.

In the forced vibration analysis, we will consider an axial
traction applied at x = 0, shown in Fig. 3, and given by

p (t) = P sin

(

π t

T

)

[H (t)− H (t − T )] , (34)

where H is the Heaviside function, the dimension of P is
force/area, and T measures the finite duration of the applied
traction.

1 The terms “right”, and “left” are referred to the direction of the
abscissa as shown in Fig. 2.
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Fig. 1 Modified MLS basis functions for nodes 1 through 6 obtained with m = 2 and ri = 3L/ (N − 1)

3.2 MLPG6 weak and semidiscrete formulations

In this Section, the MLPG6 formulation of the boundary-
value problem (26), (27), (28), (29), (30) and (31) is derived.
A local symmetric augmented weak formulation (LSAWF)
is stated for each one of the three methods of treating mate-
rial discontinuities. The projection of trial and test functions
on finite-dimensional basis functions leads to semidiscrete
formulations of the problem, or equivalently a system of or-
dinary differential equations in time. It is shown that these
mixed semidiscrete formulations are optimal, and stable in
the sense that they satisfy both the ellipticity, and the inf-sup
(Babuška-Brezzi) conditions.

a

L

p

x

Fig. 2 Schematic sketch of the problem studied

3.2.1 Discontinuity modeled by a jump function

Semidiscrete formulation. Let�i
S ⊆ [0, L], i =1, 2, . . . , N

be a family of subdomains of the global domain such that
∪N

i=1�
i
S = [0, L]. We introduce the following LSAWF of
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0 T
t

P

p

Fig. 3 Plot of the time-dependent axial traction applied at x = 0

the problem on the i-th subdomain �i
S:

0 =
∫

�i
S

�ẅw̃i dx +
∫

�i
S

Ew′w̃′
i dx

− [(1 − δL) Ew′w̃i + δL
(

λLw̃i +˜λLw
)]∣

∣

�i+
S

+ [(1 − δ0) Ew′w̃i + δ0 pw̃i
]∣

∣

�i−
S
. (35)

Here, w̃i ∈ H1 (0, L) is a test function for w,

δy (x) :=
{

1, x = y
0, x �= y , (36)

and �i−
S , �i+

S are the left, and the right boundary points of
the subdomain�i

S. In order to enforce the essential boundary
condition (31), the Lagrange multiplier λL has been intro-
duced, and the scalar˜λL is the corresponding test function.
We emphasize that the natural boundary condition (28) has
also been considered. The variational statement (35) can be
derived by extremizing the Action related to an augmented
Lagrangian on the set of isochronous motions following clas-
sical arguments, see e.g., Mura and Koya [24].

In order to capture the discontinuity inw′ at the interface
we enrich the smooth set of MLS basis functions ψ (x) with
a special jump function 	 (x). Therefore, we approximate the
axial displacement field by

 –1 1

x – a
                

rJ

0.17

Jump function

 –1 1

x – a
                

rJ

– 0.5

0.5

Jump function derivative

( (

( (

Fig. 4 Plots of the jump function 	
(

x−a
rJ

)

, and its derivative

wh (x, t) = ψT (x) ŵ (t)+ q (t) 	 (x) , (37)

where the additional unknown q (t) represents the jump in
the axial strain at time t . The jump function 	 (x) , and its first
derivative are continuous in both segments of the bar, and its
first derivative jumps at x = a in order to ensure the con-
tinuity of the axial stress without affecting the continuity of
the displacement field. Following Krongauz and Belytschko
[17], we take

	 (x)=

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

1

6
− 1

2

( |x−a|
rJ

)

+1

2

( |x−a|
rJ

)2

−1

6

( |x−a|
rJ

)3

,
|x−a|

rJ
≤1

0,
|x−a|

rJ
>1

. (38)

The size of the support of 	 (x) equals 2rJ and, as shown
in Fig. 4, the jump function and its derivative go to zero
smoothly as |x − a|/ rJ → 1, while the derivative of

	
( |x−a|

rJ

)

jumps from 1/2 at x = a− to −1/2 at x = a+.

In order to generate N + 2 equations for the N + 1 nodal
unknowns

û (t) = [ŵ (t) q (t)
]T
, (39)

and the Lagrange multiplier λL , we consider the set of N +2
independent test functions

� (x) = [ψ1 (x) · · · ψN (x) 	 (x)
]T
, (40)

and ˜λL . Thus an additional node is introduced at x = a.
Setting the subdomain of integration to be the support of the
i-th test function, and substituting into Eq. (35), the following
semidiscrete local Bubnov–Galerkin (MLPG6) formulation
arises:
{

M
..

û (t)+ Kû (t)+ GλL (t) = F (t)
GTû (t) = 0

. (41)

Here,

[M]i j =
∫

�i
S

�
i
 j dx, [K]i j =
∫

�i
S

E
 ′
i


′
j dx, (42)
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[F (t)]i = − δ0 p (t)
i |�i−
S
, i, j = 1, 2, . . . , N + 1,

are the (N + 1) × (N + 1) mass, the stiffness, and the
(N + 1)×1 load matrices respectively, while the (N + 1)×1
matrix G appearing both in the equation of motion, and in
the constraint equation is given by

[G]i = − δL
i |�i+
S
. (43)

Inf-sup test. In order to achieve a stable, and optimal pro-
cedure for the MLPG6 method employing a Lagrange multi-
plier, the mixed formulation in static regimes should satisfy
the ellipticity condition

L
∫

0

E
(

wh′)2
dx ≥ α̃

L
∫

0

(

wh
)2

dx, α̃ > 0, (44)

on the subspace H1N of functions satisfying the homoge-
neous essential boundary condition (31). This ellipticity con-
dition is satisfied because of Poincaré’s inequality. Moreover,
it should satisfy the inf-sup condition (see e.g., [5])

inf
λL∈IR/{0} sup

wh∈H1N /{0}
λLw

h (L)

‖λL‖ ∥∥wh
∥

∥

H1

≥ β̄ > 0, (45)

where ‖λL‖ = |λL |,

‖w‖2
H1(0,L) :=

L
∫

0

[

w2 + L2 (w′)2] dx, (46)

and β̄ is a constant independent of the nodal spacing. For
m = 1, i.e., for complete monomial basis of order 0, the
MLS basis functions reproduce exactly a constant function
[see Eq. (4)], i.e., a rigid translation of the bar. Following
Andreaus et al. [1] we choose, for any λL

wh (x) = λL , (47)

from which it follows that the inf-sup condition (45) is satis-
fied.

Reduced semidiscrete system of equations. Equation (41)2
provides a constraint for the unknown vector û. By properly
manipulating the system (41) we obtain a simpler formula-
tion where the constraint is automatically satisfied.

Let ker GT be the null space of GT; since the inf-sup
condition holds, dim ker GT = N (see e.g., [5]). Next, we
introduce the N × (N + 1) matrix X whose rows constitute
a basis for ker GT,and the reduced N -vector of unknowns u:

û = XTu. (48)

It is clear that the constraint equation is automatically sat-
isfied for every u ∈ IRN . Substituting (48) into (41)1, and
premultiplying by X one obtains the following reduced semi-
discrete system of equations for u:

m ü (t)+ k u (t) = f (t) , (49)

where

m = XMXT, k = XKXT, f = XF. (50)

After solving for u, we obtain the complete vector of
unknowns û by using Eq. (48).

3.2.2 Discontinuity modeled by modified MLS basis
functions with discontinuous derivative

Let N nodes be located in the global domain [0, L] with
a node placed at the interface x = a, and let ϕ (x) be the
set of MLS basis functions modified as in Sect. 2.2. The
MLPG6 semidiscrete formulation is obtained in a similar way
as for the method of jump function, i.e., by substituting in the
LSAWF (35) the approximationwh (x, t) = ϕT (x) ŵ (t) for
the trial solution, by considering the basis function ϕi as test
function for the i-th subdomain, and by setting �i

S equal to
the support of ϕi . Therefore, the following N + 1 equations
for the N nodal unknowns ŵ, and the Lagrange multiplier λL
are obtained:

{

M
..

ŵ (t)+ Kŵ (t)+ GλL (t) = F (t) ,
GTŵ (t) = 0.

(51)

The entries of the (N × N ) mass and stiffness matrices, of
the N load vector, and of the (N × 1) matrix G are given by

[M]i j =
∫

�i
S

�ϕiϕ j dx, [K]i j =
∫

�i
S

Eϕ′
iϕ

′
j dx,

[F (t)]i = − δ0 p (t) ϕi |�i−
S
, (52)

[G]i = − δLϕi |�i+
S
, i, j = 1, 2, . . . , N . (53)

It is easy to check (see Sect. 3.2.1) that the static form of
the semidiscrete formulation (51) is elliptic, and that it sat-
isfies the inf-sup condition. Therefore, we can introduce the
reduced (N − 1)-vector of unknowns w:

ŵ = XTw, (54)

where X is the (N − 1)× N matrix whose rows constitute a
basis for ker GT. The constraint (51)2 is then automatically
satisfied; upon substitution into Eq. (51)1, and premultiplica-
tion by X one obtains a reduced system of N − 1 equations
for the N − 1 unknowns w formally analogous to (49).

3.2.3 Continuity of the displacement at the interface
modeled by a Lagrange multiplier

Semidiscrete formulation. Let {xi ∈ [0, a] , i = 1, . . . ,
N1}, {xi ∈ [a, L] , i = N1 + 1, . . . , N1 + N2} be two sets
of nodes such that xN1 ≡ xN1+1 = a, and

�i
S1 ⊂ [0, a] , i = 1, . . . , N1;

�k
S2 ⊂ [a, L] , k = N1 + 1, N1 + 2, . . . , N1

+N2 − 1, N1 + N2 =: N , (55)

be the corresponding disjoint families of subdomains cov-
ering [0, a], and [a, L], respectively. Following Cordes and
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Moran [11], we consider the augmented variational statement

0 =
∫

�i
S1

�1ẅ1w̃1i dx +
∫

�i
S1

E1w
′
1w̃

′
1i dx

+
∫

�k
S2

�2ẅ2w̃2kdx +
∫

�k
S2

E2w
′
2w̃

′
2kdx (56)

− [(1 − δa) E1w
′
1w̃1i − δa

(

λa w̃1i +˜λa w1
)]∣

∣

�i+
S1

+ [(1 − δ0) E1w
′
1w̃1i + δ0 pw̃1i

]∣

∣

�i−
S1

− [(1 − δL) E2w
′
2w̃2k + δL

(

λL w̃2k +˜λL w2
)]∣

∣

�k+
S2

+ [(1 − δa) E2w
′
2w̃2k − δa

(

λa w̃2k +˜λa w2
)]∣

∣

�k−
S2
.

Here, w̃1i , w̃2k , ˜λa, and ˜λL are test functions for the dis-
placement fields, and the Lagrange multipliers λa and λL ,
introduced to enforce the continuity of the displacement at
the interface (29), and the essential boundary condition (31).
We emphasize that, in this approach, two problems are sep-
arately formulated in the two homogenous parts of the bar;
two overlapping nodes are placed at the interface, and the
two problems are connected by the Lagrange multiplier λa .
Note that the natural boundary condition (30) is taken into
account only in the weak sense.

The MLPG6 semidiscrete formulation is derived by substi-
tuting into the LSAWF (56) the global approximations for the
trial solutions:

wh
1 (x, t) = ψ1 (x)

T ŵ1 (t) , wh
2 (x, t) = ψ2 (x)

T ŵ2 (t) ,

(57)

where ψ1 (x), and ψ2 (x) are the MLS basis functions de-
fined separately in domains [0, a], and [a, L]. Furthermore
the MLS basis function ψαi (α = 1, 2) are taken as the test
function in the subdomain�i

Sα (α = 1, 2)with support equal
to that of the corresponding MLS basis function. Therefore,
the system of (N + 2) ODEs
{

M
..

ŵ (t)+ K ŵ (t)+ G� (t) = F (t)
GT ŵ (t) = 0

, N = N1 + N2,

(58)

for the (N + 2) unknowns

ŵ = [ŵ1 ŵ2
]T
, � = [λa λL

]T
, (59)

is obtained. In Eq. (58), M, K, and F are, respectively, the
(N × N ) mass, the (N × N ) stiffness, and the N × 1 load
matrices:

M =
[

M1 0
0 M2

]

, K =
[

K1 0
0 K2

]

, F =
[

F1
0

]

, (60)

with

[Mα]i j =
∫

�i
Sα

�αψαiψα j dx, [Kα]i j =
∫

�i
Sα

Eαψ
′
αiψ

′
α j dx,

[F1]i = −pδ0

(

�i−
S1

)

ψ1i

(

�i−
S1

)

,

α = 1, 2, i, j = 1, 2, . . . , Nα. (61)

The (N × 2) matrix

G =
[

G1λa 0
G2λa G2λL

]

, (62)

is defined by
[

G1λa

]

i = δa

(

�i+
S1

)

ψ1i

(

�i+
S1

)

,

[

G2λa

]

k = −δa

(

�i−
S2

)

ψ2i

(

�i−
S2

)

,

[

G2λL

]

k = −δL

(

�i+
S2

)

ψ2i

(

�i+
S2

)

,

i = 1, . . . , N1, k = 1, . . . , N2. (63)

Inf-sup test. For the static version of this linear problem, the
ellipticity condition is readily satisfied. More effort is needed
to show that the mixed formulation in static regimes satisfies
the inf- sup condition as well, that is

inf
�∈IR2/{0}

sup
wh∈W h/{0}

λa
(

wh
2 (a)− wh

1 (a)
)+ λLw

h
2 (L)

‖�‖ ∥∥wh
∥

∥

W h

≥ β̃ > 0, (64)

where β̃ is a constant independent of the nodal spacing, W h ⊂
H1 (0, a) × H1 (a, L) is the N -dimensional MLS solution
space, ‖�‖2 = �T�, and

∥

∥

∥w
h
∥

∥

∥

2

W h
: =

a
∫

0

[

(

wh
1

)2 + L2
(

wh′
1

)2
]

dx

+
L
∫

a

[

(

wh
2

)2 + L2
(

wh′
2

)2
]

dx, (65)

is the W h norm. From Eq. (4) it is clear that the MLS basis
functions with m = 1 exactly reproduce a constant function.
Therefore, for any given � we choose

wh
1 (x) = λL − λa, wh

2 (x) = λL . (66)

Hence

λa

(

wh
2 (a)− wh

1 (a)
)

+ λLw
h
2 (L) = ‖�‖2 ,

∥

∥

∥w
h
∥

∥

∥

2

W h
= �TS�, (67)

where S is the following symmetric positive-definite matrix:

S =
[

a −a
−a L

]

. (68)

From Eq. (67) we can establish that

µ1 ‖�‖2 ≤
∥

∥

∥w
h
∥

∥

∥

2

W h
≤ µ2 ‖�‖2 , (69)

where

µ1 = 1

2

(

a + L −
√

(L − a)2 + 4a2

)

,

µ2 = 1

2

(

a + L +
√

(L − a)2 + 4a2

)

, (70)
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are eigenvalues of S. Since

λa
(

wh
2 (a)− wh

1 (a)
)+ λLw

h
2 (L)

‖�‖ ∥∥wh
∥

∥

W h

=
√

�T�

�TS�
, (71)

we have

sup
wh∈W h/{0}

λa
(

wh
2 (a)− wh

1 (a)
)+ λLw

h
2 (L)

‖�‖ ∥∥wh
∥

∥

W h

≥
√

�T�

�TS�
,

(72)

which implies that

inf
�∈IR2/{0}

sup
wh∈W h/{0}

λa
(

wh
2 (a)− wh

1 (a)
)+ λLw

h
2 (L)

‖�‖ ∥∥wh
∥

∥

W h

≥ inf
�∈IR2

√

�T�

�TS�
= 1√

µ2
. (73)

Thus the inf-sup condition is satisfied since µ2 depends only
on a and L , and is independent of the nodal spacing.

Reduced semidiscrete system of equations. Let ker GT be
the null space of GT; since the inf-sup condition holds, we
have dim ker GT = N −2. Next, let rows of the (N − 2 × N )
matrix X be comprised of (N − 2) linearly independent vec-
tors in ker GT, and let us introduce the (N − 2) reduced vec-
tor of unknowns w:

ŵ = XTw. (74)

In this way, the constraint Eq. (58)2 is automatically satis-
fied for every w ∈ IR(N−2). Upon substitution into Eq. (58)1,
and premultiplication by X one obtains the reduced semidis-
crete system of N − 2 equations:

m ẅ + k w = f, (75)

where the (N − 2 × N − 2) reduced mass and stiffness matri-
ces, and the reduced (N − 2) load vector are defined as in
Eq. (50).

3.3 Time integration scheme

We integrate the reduced semidiscrete system of equations
with initial conditions

w (0) = 0,
ẇ (0) = 0, (76)

with the Newmark family of methods [14], and get

m an+1 + k wn+1 = fn+1,

wn+1 = wn +tvn

+t2

2

[

(1 − 2β) an + 2βan+1
]

, (77)

vn+1 = vn +t
[

(1 − γ ) an + γ an+1
]

,

where an , vn , and wn are approximations of ẅ (tn) , ẇ (tn),
and w (tn), respectively, fn+1 = f (tn+1),t is the time step,
and β and γ are parameters.

Depending upon the choice of β and γ , different mem-
bers of the Newmark family arise. Gu and Liu [13], in the
analysis of forced vibrations of homogeneous bodies, com-
pared the performances of the explicit and conditionally sta-
ble central difference method (β = 0, γ = 1/2), and the
implicit and unconditionally stable average acceleration (β =
1/4, γ = 1/2) method. They showed that the average accel-
eration method gives very good results with larger time steps
than those allowed by the central difference method. Qian
and Batra [29] employed the central-difference method to
integrate the coupled ordinary differential equations derived
by the MLPG approximation of the transient thermoelastic
problem for a functionally graded material.

Here we also use these two methods, both the consistent,
and the lumped mass matrices, and for the average accelera-
tion method set

t = 10−2T, T = 2

5
τ, τ := a

c1
+ L − a

c2
, (78)

c1 =
√

E1

ρ1
, c2 =

√

E2

ρ2
,

where τ is the time when the wave is reflected at the clamped
end, and c1 and c2 are wave speeds in the two materials. For
values assigned to material parameters the first reflection of
the wave occurs at the clamped end.

3.4 Numerical evaluation of domain integrals

Since the MLS basis functions are not polynomials, it is diffi-
cult to integrate accurately the discrete local weak forms asso-
ciated with the MLPG6 formulation, and obtain the mass, and
the stiffness matrices.

We adopt the integration procedure proposed by Atluri
et al. [4]. The idea is sketched in Fig. 5, where a possible
arrangement of nodes is shown. The integration on �i

S is
performed by carrying out the integration on each subregion,
obtained by dividing �i

S by boundaries of subdomains of
other nodes in the neighborhood of node i . With this method,
integrals are evaluated with five quadrature points in each
intersected region.

4 Numerical results and comparisons

4.1 Values of parameters

Results have been computed for following values of the mate-
rial parameters

�1 = 7, 860 kg/m3, E1 = 200 GPa,
�2 = 2, 710 kg/m3, E2 = 70 GPa,

(79)

corresponding to steel (material “1”) and aluminum (material
“2”). The geometry is defined by

L = 50 mm, a = L/2 = 25 mm. (80)
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Fig. 5 Subdomain �i
S of node xi , and integration subregions obtained

by the intersection of �i
S with supports of domains of influence of

neighboring nodes

For these values we have

τ = 9.87µs, T = 3.95µs. (81)

The numerical value of P has been chosen as

P = 100 MPa. (82)

The MLS basis functions are generated by complete mono-
mials of degree 1. Except when we discuss convergence of
the solution with an increase in the number of uniformly
spaced nodes, results presented below have been computed
with 81 uniformly spaced nodes. When we model the discon-
tinuity with either the jump function or the modified MLS
basis functions the domain [0, L] is discretized with equally
spaced nodes with one node placed at the interface. In both
cases the semi-support ri of the weight function Wi is

ri =

⎧

⎪

⎨

⎪

⎩

2
L

N − 1
, i = 2, 3, ..., N − 1

4
L

N − 1
, i = 1, N

; (83)

and for the modified MLS basis functions the semi-support
of the weight function for the node at the interface is set equal
to 4L/ (N − 1).

When using a Lagrange multiplier to enforce the continu-
ity of displacements at x = a, an equal number of uniformly
spaced nodes is used in the domains [0, a] and [a, L], and
Eq. (83) holds in each homogeneous part of the bar with L
equal to the segment length and N equal to the total number
of nodes in the segment.

From numerical experiments it has been found that the
choice of the radius rJ of the jump function support strongly
affects the accuracy of computed results. Here we take

rJ = N

2

L

N − 1
; (84)

thus one-half of nodes used in the discretization are included
in the jump function semisupport.

4.2 Convergence analysis

For each of the three methods of accounting for the material
discontinuity at x = a, convergence tests are performed for
both the solution of a static problem, and mode shapes of the
bimaterial clamped bar. Two relative error norms are used for
this purpose:

• Relative L2 error norm
√

√

√

√

∫ L
0

(

wh − we
)2 dx

∫ L
0 (we)2 dx

; (85)

• Relative H1 error norm
√

√

√

√

√

√

∫ L
0

(

(

wh − we
)2 + L2

(

(

wh
)′ − (we)′

)2
)

dx

∫ L
0

(

(we)2 + L2
(

(we)′
)2
)

dx
; (86)

where superscripts h and e refer to the MLPG6 numerical
solution, and the analytical solution respectively. For the
static deformation with constant uniformly distributed load
P/L , Fig. 6 shows variations of the relative L2 and H1 er-
ror norms with an increase in the number of nodes obtained
with, and without employing one of the three techniques to
account for the material discontinuity at x = a. Results have
also been computed with the FEM with piecewise linear ba-
sis functions, and a node placed at the interface. In this and
other Figures, notations J, L, and MMLS signify, respec-
tively, results obtained with the methods of jump function,
the Lagrange multipliers, and the modified MLS basis func-
tions. The plots reveal the monotonic convergence of the
MLPG solution; the error without treatment of the material
discontinuity, denoted by the curve marked MLS, is higher
than that with the FEM, with convergence rates of 1 (0.5)
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Fig. 6 a Relative L2 error norm and, b relative H1 error norm for static
deformations under uniformly distributed load along the length of the
bar
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and 2 (1), respectively, in the L2 (H1) norm. When a special
technique is used to treat the material discontinuity, the error
in the MLPG solution is always lower than that with the FEM
and the MLPG solution converges faster to the analytical one,
at approximate rates of 2.5 and 1.5 respectively in the L2 and
H1 norms. The need for treating the material discontinuity is
evident from examining Fig. 7a, where the axial displacement
derivative near the interface computed with and without the
use of these special methods is depicted. A treatment of dis-
continuity is necessary in order to accurately model the jump
in the displacement gradient at the interface x = a; how-
ever, the displacement gradient computed away from x = a
without employing any one of the three methods is close to
the analytical one. We have plotted the percentage error in
the four numerical solutions in Fig. 7b, c. It is evident that
without using a method to account for the discontinuity in the
displacement gradient at x = a, the error in the computed
solution exceeds 50%. However, when any one of the three
methods is used to consider the material discontinuity, then
the maximum error in the displacement gradient is less than
0.5%.

The numerical eigenfrequencies, and mode shapes are
obtained by searching for solutions of the type

w (t) = w exp (iωt) , (87)

of the reduced semidiscrete system of equations, and discard-
ing the applied loads. Therefore, the following eigenvalue
problem arises:
(

k − ω2m
)

w = 0. (88)

In Fig. 8, we report the relative L2 and H1 error norms
of the first three mode shapes; the mode shapes are shown in
Fig. 9. As before, the MLPG6 solution without treatment
of the material discontinuity gives higher errors than the
MLPG6 solutions obtained by modeling the material discon-
tinuity with any one of the three techniques. In both the L2

and the H1 norms, whereas the rate of convergence of the
numerical solution without treatment of material discontinu-
ity is lower than that of the FE solution, the MLPG6 solutions
with the material discontinuity treatment converge faster. For
the first three modes, the convergence rates in the L2 norm
with and without treatment of discontinuity are 2.5 and 1.5,
respectively, against a convergence rate of 2 for the FEM. In
the H1 norm, the corresponding convergence rates are 1.5,
0.5, and 1, respectively.

In Fig. 10 the relative errors in the first two eigenfre-
quencies are reported; the analytically computed first two ei-
genfrequencies are 0.108 and 0.528 MHz. In both cases, the
convergence rates are 3 and 1 for the MLPG6 solutions with,
and without the treatment of material discontinuity respec-
tively, and 2 for the FE solution. Furthermore, frequencies
converge monotonically from above to their analytical val-
ues. For the MLPG1 formulation of plate-theory equations,
Qian et al. [28] found that the first four flexural frequencies
did not converge from above with an increase in the number
of nodes.
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Fig. 7 a Axial displacement gradient near the material interface for a
static deformation, and b, c the percentage error in the derivative of the
static solution for the uniformly distributed load, P/L , obtained with
the MLS basis functions without treatment of the material discontinuity;
the MLS basis functions with the three methods of treating the material
discontinuity

4.3 Forced vibrations

The MLPG solutions have been computed by using uniformly
spaced 81 nodes on the global domain.

In Fig. 11 we report two snapshots of the traveling stress
wave computed with the average acceleration method at

t1 = a

c1
+ 3T

4
� 7.9µs, t2 = τ + 2T � 17.7µs, (89)
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Fig. 8 Relative L2 and H1 error norms for the first three mode shapes

and in Fig. 12 we show the axial displacement at the same
instants. Times t1 and t2 are, respectively, the instants when
three-fourth of the wave has crossed the interface x = a
between the two materials, and when the two waves reflected
from the free, and the clamped edges overlap at x = a. Com-
parisons have been made with analytical solutions obtained
by setting j = 3 in summations (109), and (110), since for
this value of j

max
t∈{t1,t2}

⎛

⎝

L
∫

0

(

we (x, t)
∣

∣

j+1 − we (x, t)
∣

∣

j

)2
dx

⎞

⎠

≤ 10−15L3, (90)

where we (x, t)| j is the analytical solution [Eqs. (109), (110)]
computed for a given value of j . The good agreement with
the analytical results shows that all three methods for the
treatment of material discontinuity are able to capture well
both the reflection of, and the interaction among propagating
waves; the numerical solutions virtually overlap the analytic
solution.

In Fig. 13a–d we depict the time history of the axial dis-
placement at the left end computed with the central difference
method by using both the consistent, and the lumped mass
matrices, witht = 0.9tcr and 1.01tcr, respectively. The
critical time step is given by

tcr = 2

max
(

ωh
i

) . (91)
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Table 1 Critical time step,tcr [(µs)], for different methods of account-
ing for material discontinuity

Mass matrix
Consistent Lumped

Jump function 0.0393 0.204
Lagrange multiplier 0.0671 0.203
Modified MLS 0.0671 0.203

Here ωh
i is i-th natural eigenfrequency of the system. Values

oftcr for the consistent, and the lumped mass matrices, and
the three methods of accounting for the material discontinuity
are listed in Table 1. Comparisons are made with analytical
solutions obtained by summing up to j = 7 in Eqs. (109),
(110), since for this value of j
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t
∫

0

(

we (0, t)
∣

∣

j+1 − we (0, t)
∣

∣

j

)2
dt ≤ 10−15L2t, (92)

where we (x, t)| j is the analytical solution [Eqs. (109), (110)]
computed for a given value of j , and t = 8(a/c1+
(L − a)/c2) is the maximum time considered in the com-
putations.

Whereas for the lumped mass matrix obtained by the row
sum technique tcr has the same value for the three meth-
ods of accounting for the material discontinuity, it is not so
for the consistent mass matrix; tcr for the method of jump
function is nearly one-half of that for the other two methods.
A possible explanation is that the jump function technique
modifies the basis functions and the consistent mass matrix
unfavorably for the maximum eigenfrequency of the system.
However, when the lumped mass matrix is obtained by the
row sum technique, the effect of the modification of basis
functions is eliminated, and the maximum natural frequency
is the same for the three methods.

Solutions obtained with the three methods of account-
ing for the material discontinuity essentially coincide with
the analytical solution of the problem. Results plotted in
Fig. 13a–d signify the well known fact that the solution com-
puted with t < tcr is stable, and that with t > tcr is
unstable. A comparison of plots of Figs. 13a, c reveals that
the consistent mass matrix gives lower errors than the lumped
mass matrix.

For the average acceleration method, only the consis-
tent mass matrix is considered. Figure 13e–f exhibit the well

known fact that the average acceleration algorithm is uncon-
ditionally stable, as evidenced by the stability of the solu-
tion even when the time step size equals 1.5tconsistent

cr , and

1.5t lumped
cr ∼ 0.3µs.

In Fig. 14 we report the time history of the jump
∣

∣

∣σ
h (a+, t

)− σ h (a−, t
)

∣

∣

∣ , (93)

in the axial stress at the interface computed by using the
method of (a) the jump function, (b) the Lagrange multiplier,
and (c) the modified MLS basis functions. Ideally it should
be zero for all times. As we can see, the method (a) is the most
accurate; this is because it models both the displacement con-
tinuity, and the axial stress continuity at x = a, while with
the other two techniques the essential boundary condition
(29) is directly enforced but the axial stress continuity (30)
is weakly satisfied.

For the average acceleration method, and the consistent
mass matrix, Fig. 15 exhibits the effect of decreasing the
time step size on the L2 error norm of the axial stress at
times 7.91µs and 17.8µs. The MLPG method with one of
the three methods of considering the material discontinuity
gives lower errors than the FEM.

Batra et al. [8], and Qian and Batra [29] have compared
the MLPG and the FE formulations for transient problems.

5 Conclusions

We have used the meshless local Bubnov–Galerkin (MLPG6)
method to study free, and forced vibrations of a segmented
bar comprised of two materials. Because of the higher-order
differentiability of the MLS basis functions, special tech-
niques are needed to accurately model jumps in displacement
gradients at the material interfaces. Here, we have employed
methods of (a) the jump function, (b) the Lagrange multiplier,
and (c) the modified MLS basis functions with discontinuous
derivative. In all cases the essential boundary condition has
been enforced by introducing a Lagrange multiplier.

The stability of methods has been assessed by analytically
proving the inf-sup condition. Reduced semidiscrete systems
are derived, where constraints are automatically satisfied. The
direct analysis of forced vibrations is performed by using the
β-Newmark family of methods, and the spatial integration
in the MLPG formulation uses Gauss quadrature rules. Both
the lumped, and the consistent mass matrices with the cen-
tral-difference method are used, while only consistent mass
matrix with the average acceleration method is considered.

Numerical results for a bimaterial bar, clamped at one
end, and free at the other end, computed with the MLPG6
formulations have been compared with those obtained with
the FEM, and analytically. Both for static, and dynamic prob-
lems studied, convergence rates of the MLPG6 solution with-
out any treatment of material discontinuities are lower than
those of the FE solution. However, when any one of the three
techniques to account for the material discontinuity is used,
the MLPG6 solution converges faster than the FE solution.
For a fixed number of nodes, errors in the MLPG6 solution
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are lower than those in the FE solution. This is a very favor-
able feature of the MLPG6 method with respect to the FEM;
the higher computational time required to evaluate domain
integrals is balanced somewhat by a gain in accuracy.

The analysis of the transient response due to an axial
traction of finite time duration applied at one end of the bar
reveals a very good agreement between the MLPG6, and
the analytical solutions. Each technique for the treatment of
the material discontinuity is able to capture the wave reflec-
tion, and interaction between waves at the interface between
two materials. Whereas the method of the special jump func-
tion is the most accurate in modeling the continuity of the
axial stress at the interface because of the introduction of a
dedicated degree of freedom, the size of the support of the
jump function significantly affects the accuracy of computed

results. Numerical experiments suggest that, for this problem,
about one half of the nodes employed in the discretization of
the global domain need to be included in the radius of the
support of the jump function in order to ensure good results.
For the consistent mass matrix, the critical time step size for
the method of jump function is nearly one-half of that for
the other two methods. Both the method of Lagrange mul-
tipliers, and the MLS discontinuous basis functions can be
generalized to more complex geometries involving material
discontinuities.

For the lumped mass matrix, the three methods of account-
ing for the material discontinuity give the same maximum fre-
quency of the segmented bar. However, when the consistent
mass matrix is employed, the maximum natural frequency
computed with the method of jump function is nearly twice
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Fig. 14 Time history of the jump in the axial stress at the interface
using a the special jump function, b the Lagrange multiplier, and c the
modified MLS basis functions with discontinuous derivatives

of that for the other two methods. The largest frequency com-
puted with the lumped mass matrix is nearly one-third of that
obtained with the consistent mass matrix. Thus for the ex-
plicit time-integration method, it is more efficient to use the
lumped mass matrix.

Appendices

We present below analytical solutions for free, and forced
vibrations of a segmented bar comprised of two materials.
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A. Free vibrations

We consider in Eqs. (26) and (27) displacement fields of the
form

w1 (x, t)=W1 (x) exp (iωt) , w2 (x, t)=W2 (x) exp (iωt) .

(94)

Imposing homogeneous form of boundary conditions (28),
(29), (30), and (31) in (26), (27), we obtain the following
trascendental characteristic equation for the frequency ω:

tan

(

a

c1
ω

)

tan

(

L − a

c2
ω

)

= c1 E2

c2 E1
. (95)

The corresponding mode shapes are given by

W1 (ω, x) = γ (ω) cos

(

ω

c1
x

)

, (96)

W2 (ω, x) = γ (ω)
cos
(

a
c1
ω
)

cos
(

a
c2
ω
)

1

tan
(

a
c2
ω
)

− tan
(

L
c2
ω
) ×

[

sin

(

ωx

c2

)

− tan

(

ωL

c2

)

cos

(

ωx

c2

)]

,

where W1 is defined on (0, a ), and W2 on (a, L). Adopting
the normalization

a
∫

0

W2
1 (ω, x) dx +

L
∫

a

W2
2 (ω, x) dx = 1, (97)
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we get

γ (ω)= ω

c1 sin

(

L

c1
ω

)

−c2 cos

(

a

c2
ω

)

tan

(

L − a

c2
ω

) . (98)

B. Forced vibrations

Let

Wi (x, s) =
∞
∫

0

exp (−st)wi (x, t) dt,

P (s) =
∞
∫

0

exp (−st) p (t) dt, i = 1, 2, (99)

be the one-sided Laplace transforms of wi and p. Therefore,
the system of partial differential equations (26) and (27) in
the Laplace domain becomes

∂2Wi (x, s)

∂x2 − s2

c2
i

Wi (x, s) = 0, i = 1, 2, (100)

whose general solution is

Wi (x, s) = Ai (s) exp

(

− s

ci
x

)

+ Bi (s) exp

(

s

ci
x

)

,

i = 1, 2, (101)

where two waves propagating in opposite directions are rec-
ognized. The four coefficients are determined by imposing
the following boundary conditions in the Laplace domain:

E1
∂W1

∂x
(0, s) = P (s) ,

W1 (a, s) = W2 (a, s) ,

E1
∂W1

∂x
(a, s) = E2

∂W2

∂x
(a, s) ,

W2 (L , s) = 0. (102)

Hence we obtain

A1 (s) = − c1

E1

α exp

(

−2
L − a

c2
s

)

+ 1

1 +�(s)

P (s)
s
,

B1 (s) = c1

E1

α exp

(

−2
a

c1
s

)

+ exp

(

−2

(

a

c1
+ L − a

c2

)

s

)

1 +�(s)

×P (s)
s
,

A2 (s) = −2
c1c2

c1 E2 + c2 E1

exp

((

a

c2
− a

c1

)

s

)

1 +�(s)

P (s)
s
,

B2 (s) = 2
c1c2

c1 E2 + c2 E1

exp

(

−
(

a

c1
+ 2L − a

c2

)

s

)

1 +�(s)

P (s)
s
,

(103)

where the constant α = c1 E2 − c2 E1

c1 E2 + c2 E1
and the function

�(s) = exp

(

−2

(

a

c1
+ L − a

c2

)

s

)

+α exp

(

−2
L − a

c2
s

)

+ α exp

(

−2
a

c1
s

)

, (104)

have been introduced. Identifying the term
1

1 +�(s)
as the

sum of the corresponding geometric series, we write

1

1 +�(s)
=

∞
∑

j=0

[−�(s)] j

(105)

=
∞
∑

j=0

j
∑

k=0

k
∑

h=0

(

j

k

)(

k

h
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(−1) j αk

× exp

(
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(

( j − k + h)a
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+ ( j − h) (L − a)

c2

)

s

)

.

Therefore, solutions are given by

Wi (x, s) = Gi (x, s)P (s) , (106)

where

G1 (x, s) = c1

s E1
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{
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(
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(
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and

G2 (x, s) = 2c1c2

s (c1 E2 + c2 E1)
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,

are the transfer functions. From the shifting theorem in the
real domain (see e.g., [22]) the inverse Laplace transforms
g1 (x, t) and g2 (x, t) of the transfer functions are easily
found. Using the convolution theorem [22], the axial deflec-
tions in the time domain are given by

wi (x, t) =
t
∫

0

gi (x, t − ϑ) p (ϑ) dϑ, i = 1, 2.

Recalling the expression (34) for p (t) we obtain

w1 (x, t) = c1 PT
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w2 (x, t) = 2c1c2 PT

π (c1 E2 + c2 E1)
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,

where

ζ (β) :=
⎧

⎨

⎩

(

1 − cos
πβ

T

)

H (β) , β < T

2H (β), β ≥ T
, β ∈ IR. (111)

Obviously, w1 (x, t) holds for x ∈ (0, a), and w2 (x, t) for
x ∈ (a, L).
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